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Abstract

Colorization of line art drawings is an important task in
illustration and animation workflows. However, this highly
laborious process is mainly done manually, limiting the cre-
ative productivity. This paper presents a novel interactive ap-
proach for line art colorization using conditional Diffusion
Probabilistic Models (DPMs). In our proposed approach,
the user provides initial color strokes for colorizing the line
art. The strokes are then integrated into the conditional
DPM-based colorization process by means of a coupled im-
plicit and explicit conditioning strategy to generates diverse
and high-quality colorized images. We evaluate our proposal
and show it outperforms existing state-of-the-art approaches
using the FID, LPIPS and SSIM metrics.

1. Introduction
Line art colorization is a popular technique used in vari-

ous fields, such as art, animation, and graphic design. It in-
volves adding color to grayscale line drawings to make them
visually appealing and expressive. However, this process is
laborious as it is typically carried out manually for traditional
animation, mainly using software illustration tools such as
Photoshop, ClipStudio, and Krita. Automated colorization
have the potential to significantly enhance an artist’s work-
flow.

In recent years, various methods have explored user-
guided automatic line art colorization using deep learning.
In particular, Generative Adversarial Network (GANs) archi-
tectures have been proposed [3, 20, 26–28]. These methods
couple color hints as input with learned color priors from
large-scale datasets to colorize the line art images. GAN
architectures can achieve impressive and high-quality out-
puts. However, certain issues remain problematic, for ex-
ample, ensuring color consistency with user color inputs
and reaching color harmony between small image regions.
In addition, GAN architectures can be challenging to train
due to instabilities [1, 7]. To overcome these issues, Diffu-

Figure 1. Diffusart enables the colorization of line arts created by
an artist l (left) using color scribbles s (center). On the right is the
result of our proposal x̂0.

sion Probabilistic Models (DPMs) [9, 22] propose a frame-
work capable of generating high-fidelity images by training
a U-Net [17] like generator architecture and sampling from a
Markov chain. These methods have been applied to various
computer vision problems such as image synthesis [5], super-
resolution [16, 19], and automatic image colorization [18]
achieving better qualitative and quantitative results than pre-
vious state-of-the-art GANs architectures.

In this paper, we introduce a new user-guided line art
colorization model based on a conditional diffusion model
that achieves better results than state-of-the-art methods.
In addition, we explore the use of a coupled implicit and
explicit conditioning strategy on the diffusion model for
this application. An in-depth evaluation corroborates the
efficiency of our approach.

2. Related work

Automatic methods for line art colorization have been
primarily classical image processing optimization-based, as
described in [15, 23]. These approaches typically involve
using image features such as pattern and intensity continuity
to propagate color hints over regions. However, their effec-
tiveness is limited when applied to complex line drawings
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Figure 2. Overview of our proposed user-guided line art colorization. The framework is composed of two main components: a denoising
model ϵθ , which learns to generate a denoised image, and an application-specific encoder gθ for extracting user color scribbles information.

where a high amount of user color hints are needed.
Deep learning methods, and in particular GAN architec-

tures [13, 27, 29], have been used for user-guided line art
colorization where color scribbles are propagated based on
neural networks trained with large amounts of data. In [3],
Ci et al. propose a method to enhance the generalization ca-
pability of the neural network by introducing a local features
network independent of synthetic data. Yliess et al. [26]
improves the visual fidelity of results by using a double gen-
erator approach. Other methods explore the use of reference
color images to transfer a particular artist style [6, 10, 12].
Although GANs can produce high-fidelity images, these ar-
chitectures can be unstable to train which could produce
perceptually unsatisfying results.

Diffusion Probabilistic Models (DPMs) [9, 22] seem to
have the potential to overcome GANs issues in many appli-
cations. These methods have recently emerged as a class of
generative models for high-dimensional data such as images
and audio. DPMs transform the input data through a series
of controlled noising/denoising steps to predict new data
distributions. These methods have achieved state-of-the-art
results in various image-to-image generation tasks, including
image synthesis [5], super-resolution [11, 19], and coloriza-
tion [18]. Inspired by these new methods, we propose a
novel conditional diffusion model for line art colorization
that can be guided by user color scribbles.

3. Proposed method

The objective is to colorize a grayscale line art image from
user color scribbles. Our proposal uses a diffusion model,
which learns to generate a colorized line art image x̂0 given

grayscale line art l and color scribbles s (see Figure 1).
Our framework is composed of two main parts: a de-

noising model ϵθ from the main denoising pipeline and an
application-specific encoder gθ for extracting color scribbles
information (see Figure 2). The first learns to denoise noisy
images from an unknown distribution conditioned to a line
art image l. The second part, gθ, extracts color features pre-
viously inputted by the user to guide the line art colorization.
Finally, the predicted image x̂0 is retrieved using the DDPM
sampling algorithm [9].

Color image SketchKeras Sketch Simplification

Figure 3. Example of synthetic line art of a color image generate
using SketchKeras [14], and Sketch Simplification [21].

3.1. Diffusion Models

Diffusion models, which have been used in various image
generation applications, convert standard Gaussian distri-
bution samples to empirical data distribution samples by
employing a Markov chain denoising process of T steps.
Given an initial image x0 from the real distribution, the
diffusion process successively adds Gaussian noise with vari-



ance βt and mean µt =
√
1− βtxt−1 to obtain intermediate

noisy image xt, this is called forward process. The idea is
to learn a parametric approximation to the unknown con-
ditional distribution pθ(xt−1 | xt) by utilizing a stochastic
iterative refinement process. During inference, the aim is
to reverse the Gaussian diffusion process through a reverse
Markov chain according to a learned transition distribution
pθ:

pθ (x0:T ) = pθ (xT )

T∏
t=1

pθ (xt−1 | xt) . (1)

Finally, to learn the reverse chain, we use a neural denois-
ing model ϵθ.

3.2. Conditioning Diffusion Models

Diffusion models such as those proposed by [9, 22] op-
erate in a non-conditional setting (Equation (1)). Instead,
we jointly use two approaches to condition our diffusion
model. First, as in [16], we jointly train an application-
specific encoder gθ, which extracts semantic features from
color scribbles and line art images. These features are then
introduced to the denoising model ϵθ by means of cross-
attention mechanism [24]. For the second approach, and
inspired by [2, 18], we explicitly condition the predicted
distribution on the denoising neural network ϵθ by directly
concatenating line art image s to the noisy input xt. Finally,
by joining both conditioning in the inference process (1)
changes to

pθ (x0:T | (l, s)) = pθ (xT )

T∏
t=1

pθ (xt−1 | xt, (l, s)) . (2)

Given (2), the training process of our proposal on condi-
tioned image pairs is trained using the L1 loss as

L1 = El,ϵ∼N (0,1),t [∥ϵ− ϵθ (l, xt, t, gθ(l, s))∥1] , (3)

where both the denoising model ϵθ and the encoder gθ are
jointly trained.

4. Experiments
4.1. Dataset preparation

Synthetic Line Art. We conducted experiments using a
subsample of color illustrations from the dataset safe Dan-
booru2021 [4]. To filter out grayscale images, we utilized
tags such as “grayscale” and “monochrome”. We use 200k
training images and 13k images for test. For creating syn-
thetic line art, we rely on two extraction methods: SketchK-
eras [14] and Sketch simplification [21]. Figure 3 depicts
an example of synthetic data generated by previously men-
tioned methods. Finally, the type of sketch at training time is
randomly sample by a uniform distribution with a 50% prob-
ability of choosing SketchKeras or the Sketch simplification
methods.

Simulated Color Scribbles. To achieve a model that can
handle user color inputs, we simulate human scribbles by
randomly sampling vertical, horizontal, and diagonal lines.
We use three parameters: the number of scribbles sampled
from the uniform distribution U(4, 25), scribble thickness
sampled from U(1, 4) pixels, and scribble length sampled
from U(5, 30) pixels. Additionally, as a high amount of
illustrations in the dataset present white backgrounds, there
is a high probability that the synthetic scribbles would bias
the model toward the color white. Therefore, we only use
the sampled synthetic scribbles when they contain less than
60% white pixels.

4.2. Implementation details

Our implementation was inspired by [9]. To reduce
computational cost, we only use self-attention and cross-
attention mechanisms on the bottleneck of the denoising
model ϵθ. We use the Adam optimizer with a learning rate of
2e−5, a cosine warm-up schedule for 5k training steps, and
a batch size of 40. We introduce a color feature extraction
encoder gθ that uses the same encoder architecture as ϵθ with
only one Residual block per layer instead of two. Both the
denoising model ϵθ and encoder gθ are jointly trained from
scratch. All line art and color scribble images are fixed to
the resolution 256× 256, and values are normalized to the
range [−1, 1]. Our final method was trained for 80 epochs
with 10 NVIDIA RTX 2080Ti GPUs.

Table 1. Quantitative comparison with state-of-the-art user-guided
line art colorization methods.

Method SSIM↑ LPIPS ↓ FID↓
AlacGAN [3] 0.66 0.26 13.27
PaintsTorch [26] 0.79 0.14 8.79

Ours (w/o explicit cond.) 0.77 0.15 7.91
Ours (full) 0.81 0.14 6.15

5. Experimental validation
To evaluate the effectiveness of our line art colorization

framework, we compare our results quantitatively and quali-
tatively with two other state-of-the-art user-guided line art
colorization approaches [3, 26]. In order to do a fair compar-
ison, we retrained all the methods with the same dataset and
used the default parameters presented in their methods.

Quantitative Evaluation. We use three metrics to com-
pare different methods quantitatively. The first metric is
the Structural Similarity (SSIM) [25], which examines the
model’s ability to reconstruct the content of the original im-
age. The second metric is the Learned Perceptual Image
Patch Similarity (LPIPS) [30], which measures perceptual
similarities between two images and correlates strongly with
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Figure 4. Comparison of our proposed method with different user-guided line art colorization methods: AlacGAN [3] and PaintsTorch [26].

human perception. The last metric, the Fréchet Inception
Distance (FID) [8], is used to measure a perceptual similarity
between two sets of images. All three metrics are calculated
on 13k test images, between the color illustration image as
ground-truth and generated images with fixed color hints
from the different methods.

As shown in Table 1 our results retain 15% and 2% more
structural information than the other two state-of-the-art
methods. For the LPIPS metric, our method surpasses [3]
and achieves comparable results to [26]. Finally, on the FID
metric, we outperform both methods. In addition, using only
implicit conditioning reduces the performance compared to
our full method.

Qualitative Evaluation. Figure 4 shows the results from
the two state-of-the-art methods [3], [26], and ours. We can
see that our qualitative results are consistent with quantita-
tive scores, showing more high-quality details, a visually

appealing colorization, and a more accurate representation
of color shades compared to the other two methods.

6. Conclusion

In this paper, we introduced a novel approach for user-
guided line art colorization using conditional Diffusion Mod-
els. Our proposal exploits a coupled implicit and explicit
conditioning strategy that ensures a robust structural genera-
tion of details and an accurate representation of user colors.
Experimental evaluation on a large-scale dataset shows that
our method outperforms existing techniques both quantita-
tively and qualitatively.
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