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Abstract

Controllable layout generation aims at synthesizing
plausible arrangement of element bounding boxes with op-
tional constraints, such as type or position of a specific el-
ement. In this work, we try to solve a broad range of lay-
out generation tasks in a single model that is based on dis-
crete state-space diffusion models. Our model, named Lay-
outDM, naturally handles the structured layout data in the
discrete representation and learns to progressively infer a
noiseless layout from the initial input, where we model the
layout corruption process by modality-wise discrete diffu-
sion. For conditional generation, we propose to inject lay-
out constraints in the form of masking or logit adjustment
during inference. We show in the experiments that our Lay-
outDM successfully generates high-quality layouts and out-
performs both task-specific and task-agnostic baselines on
several layout tasks.1

1. Introduction

Graphic layouts play a critical role in visual communica-
tion. Automatically creating a visually pleasing layout has
tremendous application benefits that range from authoring
of printed media [50] to designing application user inter-
face [5], and there has been a growing research interest in
the community. The task of layout generation considers the
arrangement of elements, where each element has a tuple
of attributes, such as category, position, or size, and de-
pending on the task setup, there could be optional control
inputs that specify part of the elements or attributes. Due
to the structured nature of layout data, it is crucial to con-
sider relationships between elements in a generation. For
this reason, current generation approaches either build an
autoregressive model [2, 12] or develop a dedicated infer-
ence strategy to explicitly consider relationships [21–23].

In this paper, we propose to utilize discrete state-space

1Please find the code and models at:
https://cyberagentailab.github.io/layout-dm.
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Figure 1. Overview of LayoutDM. Top: LayoutDM is trained to
gradually generate a complete layout from a blank state in discrete
state space. Bottom: During sampling, we can steer LayoutDM
to perform various conditional generation tasks without additional
training or external models.

diffusion models [3, 10, 16] for layout generation tasks.
Diffusion models have shown promising performance for
various generation tasks, including images and texts [14].
We formulate the diffusion process for layout structure by
modality-wise discrete diffusion, and train a denoising back-
bone network to progressively infer the complete layout
with or without conditional inputs. To support variable-
length layout data, we extend the discrete state-space with
a special PAD token instead of the typical end-of-sequence
token used in autoregressive models. Our model can incor-
porate complex layout constraints via logit adjustment, so
that we can refine an existing layout or impose relative size
constraints between elements without additional training.

We discuss two key advantages of LayoutDM over ex-
isting models for conditional layout generation. Our model
avoids the immutable dependency chain issue [22] that hap-
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pens in autoregressive models [12]. Autoregressive mod-
els fail to perform conditional generation when the con-
dition disagrees with the pre-defined generation order of
elements and attributes. Unlike non-autoregressive mod-
els [22], our model can generate variable-length elements.
We empirically show in Sec. 4.5 that naively extending
non-autoregressive models by padding results in suboptimal
variable length generation while padding combined with
our diffusion formulation leads to significant improvement.

We evaluate LayoutDM on various layout generation
tasks tackled by previous works [22, 23, 37, 40] using two
large-scale datasets, Rico [5] and PubLayNet [50]. Lay-
outDM outperforms task-agnostic baselines in the major-
ity of cases and shows promising performance compared
with task-specific baselines. We further conduct an ablation
study to prove the significant impact of our design choices
in LayoutDM, including quantization of continuous vari-
ables and positional embedding.

We summarize our contributions as follows:
• We formulate the discrete diffusion process for layout

generation and propose a modality-wise diffusion and a
padding approach to model highly structured layout data.

• We propose to inject complex layout constraints via
masking and logit adjustment during the inference, so that
our model can solve diverse tasks in a single model.

• We empirically show solid performance for various con-
ditional layout generation tasks on public datasets.

2. Related Work

2.1. Layout Generation

Studies on automatic layout generation have appeared
several times in literature [1, 29, 36, 47]. Layout tasks are
commonly observed in design applications, including mag-
azine covers, posters, presentation slides, application user
interface, or banner advertising [5, 9, 11, 20, 39, 46, 47, 49].
Recent approaches to layout generation consider both un-
conditional generation [2,12,17,18] and conditional gener-
ation in various setups, such as conditional inputs of cate-
gory or size [21–23, 25], relational constraints [21, 23], el-
ement completion [12], and refinement [40]. Some attempt
at solving multiple tasks in a single model [22, 37].

BLT [22] points out that the recent autoregressive de-
coders [2, 12] are not fully capable of considering partial
inputs, i.e. known elements or attributes, during generation
because they have a fixed generation order. BLT addresses
the conditional generation by fill-in-the-blank task formu-
lation using a bidirectional Transformer encoder similar to
masked language models [6]. However, BLT cannot solve
layout completion demonstrated in the decoder-based mod-
els because of the requirement of the known number of el-
ements. Our LayoutDM enjoys the best of both worlds and
supports a broader range of conditional generation tasks in

a single model.
Another layout-specific consideration is the complex

user-specified constraints, such as the positional require-
ments between two boxes (e.g., a header box should be on
top of a paragraph box). Earlier approaches [34, 36, 48]
propose hand-crafted cost functions representing the vio-
lation degree of aesthetic constraints so that those con-
straints guide the optimization process of layout inference.
CLG-LO [21] proposes an aesthetically constrained opti-
mization framework for pre-trained GANs. Our LayoutDM
solves such constrained generation tasks on top of the task-
agnostic iterative prediction via logit adjustment.

2.2. Discrete Diffusion Models

Diffusion models [42] are generative models character-
ized by a forward and reverse Markov process. The for-
ward process corrupts the data into a sequence of increas-
ingly noisy variables. The reverse process gradually de-
noises the variables toward the actual data distribution. Dif-
fusion models are stable to train and achieve faster sampling
than autoregressive models by parallel iterative refinement.
Recently, many approaches have learned the reverse pro-
cess by a neural network and show strong empirical perfor-
mance [7,14,44] in continuous state spaces, such as images.

Discrete state spaces are a natural representation of dis-
crete variables, such as text. D3PM [3] extends the pioneer-
ing work of Hoogeboom et al. [16] to structured categorical
corruption processes for diffusion models in discrete state
spaces, while maintaining the advantages of diffusion mod-
els for continuous state spaces. VQDiffusion [10] devel-
ops a corruption approach called mask-and-replace, so as
to avoid accumulated prediction errors that are common in
models based on iterative prediction. Following the corrup-
tion model of VQDiffusion, we carefully design a modality-
wise corruption process for layout tasks that involve tokens
from disjoint sets of vocabulary per modality.

Several studies consider a conditional input to the infer-
ence process of diffusion models. Some approaches alter
the reverse diffusion iteration to carefully inject given con-
ditions for free-form image inpainting [31] or image edit-
ing by strokes or composition [33]. We extend the discrete
state-space diffusion models via hard masking or logit ad-
justment to support the conditional generation of layouts.

3. LayoutDM
Our LayoutDM builds on discrete-state space diffusion

models [3, 10]. We first briefly review the fundamental of
discrete diffusion models in Sec. 3.1. Sec. 3.2 explains our
approach to layout generation within the diffusion frame-
work while discussing features inherent in layout compared
with text. Sec. 3.3 discusses how we extend denoising steps
to perform various conditional layout generation by impos-
ing conditions in each step of the reverse process.
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3.1. Preliminary: Discrete Diffusion Models

Diffusion models [42] are generative models character-
ized by a forward and reverse Markov process. While
many diffusion models are defined on continuous space
with Gaussian corruption, D3PM [3] introduces a general
diffusion framework for categorical variables designed pri-
marily for texts. Let T ∈ N be a total timestep of the dif-
fusion model, we first explain the forward diffusion pro-
cess. For a scalar discrete variable with K categories
zt ∈ {1, 2, . . . ,K} at timestep t ∈ N, probabilities that
zt−1 transits to zt are defined by using a transition matrix
Qt ∈ [0, 1]K×K , with [Qt]mn = q(zt=m|zt−1=n),

q(zt|zt−1) = v(zt)
⊤Qtv(zt−1), (1)

where v(zt) ∈ {0, 1}K is a column one-hot vector of zt.
The categorical distribution over zt given zt−1 is computed
by a column vector Qtv(zt−1) ∈ [0, 1]K . Assuming the
Markov property, we can derive q(zt|z0) = v(zt)

⊤Qtv(z0)
where Qt=QtQt−1 · · ·Q1 and:

q(zt−1|zt, z0) =
q(zt|zt−1, z0) q(zt−1|z0)

q(zt|z0)

=

(
v(zt)

⊤
Qtv(zt−1)

)(
v(zt−1)

⊤
Qt−1v(z0)

)
v(zt)

⊤
Qtv(z0)

. (2)

Note that due to the Markov property, q(zt|zt−1, z0) =
q(zt|zt−1). When we consider N -dimensional variables
zt ∈ {1, 2, . . . ,K}N , the corruption is applied to each vari-
able zt independently. In the following, we explain with
N -dimensional variables zt.

In contrast to the forward process, the reverse denois-
ing process considers a conditional distribution of zt−1 over
zt by a neural network pθ(zt−1|zt) ∈ [0, 1]N×K . zt−1 is
sampled according to this distribution. Note that the typical
implementation is to predict unnormalized log probabilities
log pθ(zt−1|zt) by a stack of bidirectional Transformer en-
coder blocks. D3PM uses a neural network p̃θ(z̃0|zt), com-
bines it with the posterior q(zt−1|zt, z0), and sums over
possible z̃0 to obtain the following parameterization:

pθ(zt−1|zt) ∝
∑
z̃0

q(zt−1|zt, z̃0) p̃θ(z̃0|zt). (3)

In addition to the commonly used variational lower
bound objective Lvb, D3PM introduces an auxiliary denois-
ing objective. The overall objective is as follows:

Lλ = Lvb + λ E
zt∼q(zt|z0)
z0∼q(z0)

[− log p̃θ (z0|zt)] , (4)

where λ is a hyper-parameter to balance the two loss terms.
Although D3PM proposes many variants of Qt, VQDif-

fusion [10] offers an improved version of Qt called mask-
and-replace strategy. They introduce an additional special

......

Figure 2. Overview of the corruption and denoising processes in
LayoutDM. For simplicity, we use a toy layout consisting of two
elements and the model generates three elements at maximum.

token [MASK] and three probabilities γt of replacing the
current token with the [MASK] token, βt of replacing the
token with other tokens, and αt of not changing the token.
The [MASK] token never transitions to other states. The
transition matrix Qt ∈ [0, 1](K+1)×(K+1) is defined by:

Qt =


αt + βt βt · · · βt 0

βt αt + βt · · · βt 0
...

...
. . . βt 0

βt βt βt αt + βt 0
γt γt γt γt 1

 . (5)

(αt, βt, γt) is carefully designed so that zt converges to the
[MASK] token for sufficiently large t. During testing, we
start from zT filled with [MASK] tokens and iteratively
sample new set of tokens zt−1 from pθ(zt−1|zt).

3.2. Unconditional Layout Generation

A layout l is a set of elements represented by l =
{(c1, b1) , . . . , (cE , bE)}. E ∈ N is the number of ele-
ments in the layout. ci ∈ {1, . . . , C} is categorical infor-
mation of the i-th element in the layout. bi ∈ [0, 1]4 is
the bounding box of the i-th element in normalized coordi-
nates, where the first two values indicate the center location,
and the last two indicate the width and height. Following
previous works [2, 12, 22] that regard layout generation as
generating a sequence of tokens, we quantize each value in
bi and obtain [xi, yi, wi, hi]

⊤ ∈ {1, . . . , B}4, where B is
a number of the bins. The layout l is now represented by
l = {(c1, x1, y1, w1, h1) , . . .}.

In this work, we corrupt a layout in a modality-wise
manner in the forward process, and we denoise the cor-
rupted layout while considering all elements and modal-
ities in the reverse process, as we illustrate in Fig. 2.
Similarly to D3PM [3], we parameterize pθ by a Trans-
former encoder [45], which processes an ordered 1D se-
quence. To process l by pθ while avoiding the or-
der dependency issue [22], we randomly shuffle l in
element-wise manner and then flatten it to produce lflat =
(c1, x1, y1, w1, h1, c2, x2, . . .).
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Variable length generation Existing diffusion models
generate fixed-dimensional data and are not directly appli-
cable to the layout generation because the number of ele-
ments in each layout varies. To handle this, we introduce a
[PAD] token and define a maximum number of elements
in the layout as M ∈ N. Each layout is fixed-dimensional
data composed of 5M tokens by appending 5(M − E)
[PAD] tokens. [PAD] is treated similarly to the ordi-
nary token in VQDiffusion and Qt’s dimension becomes
(K + 2)× (K + 2).

Modality-wise diffusion Discrete state-space models as-
sume that all the standard tokens are switchable by corrup-
tion. However, layout tokens comprise a disjoint set of to-
ken groups for each attribute in the element. For example,
applying the transition rule Eq. (5) may change a token rep-
resenting an element’s category to another token represent-
ing the width. To avoid such invalid switching, we propose
to apply disjoint corruption matrices Qc

t ,Q
x
t ,Q

y
t ,Q

w
t ,Q

h
t

for tokens representing different attributes c, x, y, w, h, as
we show in Fig. 2. The size of each matrix is (C + 2) ×
(C + 2) for Qc

t and otherwise (B + 2) × (B + 2), where
+2 is for [PAD] and [MASK].

Adaptive Quantization The distribution of the position
and size information in layouts is highly imbalanced; e.g.,
elements tend to be aligned to either left, center, or right.
Applying uniform quantization to those quantities as in ex-
isting layout generation models [2,12,22] results in the loss
of information. As a pre-processing, we propose to apply
a classical clustering algorithm, such as KMeans [32] on x,
y, w, and h independently to obtain balanced position and
size tokens for each dataset. We show in Sec. 4.7 how quan-
tization strategy affects the resulting quality.

Decoupled Positional Encoding Previous works apply
standard positional encoding to a flattened sequence of lay-
out tokens lflat [2, 12, 22]. We argue that this flattening ap-
proach could lose the structure information of the layout and
lead to inferior generation performance. In layout, each to-
ken has two types of indices: i-th element and j-th attribute.
We empirically find that independently applying positional
encoding to those indices improves final generation perfor-
mance, which we study in Sec. 4.7.

3.3. Conditional Generation

We elaborate on solving various conditional layout gen-
eration tasks using pre-trained frozen LayoutDM. We inject
conditional information in both the initial state zT and sam-
pled states {zt}T−1

t=0 during inference but do not modify the
denoising network pθ. The actual implementation of the in-
jection differs by the type of conditions.

Strong Constraints The most typical condition is par-
tially known layout fields. Let zknown ∈ ZN contain the
known fields and m ∈ {0, 1}N be a mask vector denot-
ing the known and unknown field as 1 and 0, respectively.
In each timestep t, we sample ẑt−1 from pθ(zt−1|zt) in
Eq. (3) and then inject the condition by zt−1 = m ⊙
zknown+(1−m)⊙ẑt−1, where 1 denotes a N -dimensional
all-ones vector and ⊙ denotes element-wise product.

Weak Constraints We may impose a weaker constraint
during generation, such as an element in the center. We
offer a way to impose such constraints in a unified frame-
work without additional training or external neural network
models. We propose to adjust the logits to inject weak con-
straints in log probability space by

log p̂θ(zt−1|zt) ∝ log pθ(zt−1|zt) + λππ, (6)

where π ∈ RN×K is a prior term that weights the de-
sired outputs, and λπ ∈ R is a hyper-parameter. The
prior term can be defined either hard-coded (Refinement in
Sec. 4.5) or through differentiable loss functions (Relation-
ship in Sec. 4.5). Let {Li}Li=1 be a set of differentiable loss
functions given the prediction, the later prior definition can
be written by:

π = −∇pθ(zt−1|zt)

L∑
i=1

Li (pθ (zt−1|zt)) . (7)

Although the formulation of Eq. (7) resembles steering dif-
fusion models by gradients from external models [7, 28],
our primal focus is incorporating classical hand-crafted en-
ergies for aesthetics principles of layout [36] that do not de-
pend on an external model. In practice, we tune the hyper-
parameters for imposing weak constraints, such as λπ . Note
that these hyper-parameters are only for inference and are
easier to tune than the other training hyper-parameters.

4. Experiment
4.1. Datasets

We use two large-scale datasets for comparison, Rico [5]
and PubLayNet [50]. As we mention in Sec. 3.2, an ele-
ment in a layout for each dataset is described by the five
attributes. For preprocessing, we set the maximum number
of elements per layout M to 25. If a layout contains more
elements, we discard the whole layout.

We provide an overview of each dataset. Rico is a dataset
of user interface designs for mobile applications containing
25 element categories such as text button, toolbar, and icon.
We divide the dataset into 35,851 / 2,109 / 4,218 samples for
train, validation, and test splits. PubLayNet is a dataset of
research papers containing five element categories, such as
table, image, and text. We divide the dataset into 315,757 /
16,619 / 11,142 samples for train, validation, and test splits.
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4.2. Evaluation Metrics

We employ two primary metrics: FID and Maximum
IoU (Max.). These metrics take into account both fidelity
and diversity [13], which are two mutually complemen-
tary properties widely used in evaluating generative mod-
els. FID [13] captures the similarity of generated data to
real ones in feature space. We employ an improved feature
extraction model for layouts [21] instead of a conventional
method [23] to compute FID. Maximum IoU [21] measures
the conditional similarity between generated and real lay-
outs. The similarity is measured by computing optimal
matching that maximizes average IoU between generated
and real layouts that have an identical set of categories. For
reference, we show the FID and Maximum IoU computed
between the validation and test data as Real data.

4.3. Tasks and Baselines

We test LayoutDM on six tasks for evaluation.
Unconditional generates layouts without any conditional
input or constraint.
Category→size+position (C→S+P) is a generation task
conditioned on the category of each element [22].
Category+size→ position (C+S→P) is conditioned on the
category and size of each element.
Completion is conditioned on a small number of elements
whose attributes are all known. Given a complete layout,
we randomly sample from 0% to 20% of elements.
Refinement is conditioned on a noisy layout in which
only geometric information is perturbed [40]. Following
RUITE [40], we synthesize the input layout by adding ran-
dom noise to the size and position of each element. We sam-
ple noise from a standard normal distribution with a mean
of 0 and a variance of 0.01.
Relationship is conditioned on the category of each ele-
ment and some relationship constraints between the ele-
ments [23]. Following CLG-LO [21], we employ the size
and location relationships and randomly sample 10% rela-
tionships between elements for the experiment.

The first four tasks handle basic layout fields. We include
a few task-agnostic models for comparison using existing
controllable layout generation methods or simple adaptation
of generative models in the following:
LayoutTrans is a simple autoregressive model [12] trained
on a element-level shuffled layout, following [37]. We set a
variable generation order to c→w→h→x→y.
MaskGIT∗ is originally a non-autoregressive model for un-
conditional fixed-length data generation [4]. We use [PAD]
to enable variable-length generation.
BLT is a non-autoregressive model with layout-specific de-
coding strategy [22].
BART is a denoising autoencoder that can solve both
comprehension and generation tasks based on Transformer
encoder-decoder backbone [24]. We randomly generate a

number of [MASK] tokens from a uniform distribution be-
tween one and the sequence length, and perform masking
based on the number.
VQDiffusion∗ is a diffusion-based model originally for
text-to-image generation [10]. We adapt the model for lay-
out using K = C + 4B + 2 tokens, including [PAD].

4.4. Implementation Details

We re-implement most of the models since there are few
official implementations publicly available except [12, 21,
22]2. We train all the models on the two datasets with three
independent trials and report the average of the results.

LayoutDM follows VQDiffusion for hyper-parameters
unless specified, such as configurations for pθ and the tran-
sition matrix parameters i.e. αt and γt. We set the loss
weight λ = 0.1 (in Eq. (4)) and the diffusion timesteps
T = 100. For optimization, we use AdamW [30] with
learning rate of 5.0× 10−4, β1 = 0.9, and β2 = 0.98.

Many models, including LayoutDM, use Trans-
former [45] encoder backbone. We define a shared
configuration as follows: 4 layers, 8 attention heads, 512
embedding dimensions, 2048 hidden dimensions, and 0.1
dropout rate. For other models with extra modules, we ad-
just the number of hidden dimensions to roughly match the
number of parameters for a fair comparison. We randomly
shuffle elements in the layout to avoid fixed-order gener-
ation during training. We search best hyper-parameters to
obtain the best FID using the validation set.

4.5. Quantitative Evaluation

C→S+P, C+S→P, Completion In these tasks, we in-
ject conditions by masking. We summarize comparisons
in Tab. 1. As task-specific models, we include Layout-
VAE [18], NDN-none [23], and LayoutGAN++ [21] for
C→S+P. We also adapt these models for C+S→P. Lay-
outDM outperforms other models except LayoutTrans [12]
in completion. The significant performance gap between
LayoutDM and VQDiffusion* suggests the contribution of
our proposals to go beyond the simple discrete diffusion
models discussed in Sec. 3.2. Results in the completion
suggest that a combination of padding and diffusion mod-
els is the primal key to the generation quality. We find that
FID and Maximum IoU are not highly correlated only in the
completion task. We conjecture that Maximum IoU may
become unstable when categories are also predicted, unlike
the C→S+P and C+S→P tasks where categories are given.

Fig. 3 shows the qualitative results of some models, in-
cluding LayoutDM. We can see that LayoutDM generates

2Unfortunately, most datasets have no official train-val-test splits, and
previous approaches work on different splits and pre-processing strategies.
Furthermore, models for FID computation also vary. Thus, we cannot di-
rectly compare our results with the reported figure in the literature.
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Table 1. Quantitative comparison in conditional generation given partially known fields. Top two results are highlighted in bold and
underline, respectively. † indicates the results of BLT trained with [PAD] as an additional vocabulary since the original model cannot
perform unordered completion in practice.

Task Category → Size+Position Category+Size → Position Completion

Dataset Rico PubLayNet Rico PubLayNet Rico PubLayNet
Model FID ↓ Max. ↑ FID ↓ Max. ↑ FID ↓ Max. ↑ FID ↓ Max. ↑ FID ↓ Max. ↑ FID ↓ Max. ↑
Task-specific models

LayoutVAE [18] 33.3 0.249 26.0 0.316 30.6 0.283 27.5 0.315 - - - -
NDN-none [23] 28.4 0.158 61.1 0.162 62.8 0.219 69.4 0.222 - - - -
LayoutGAN++ [21] 6.84 0.267 24.0 0.263 6.22 0.348 9.94 0.342 - - - -
Task-agnostic models

LayoutTrans [12] 5.57 0.223 14.1 0.272 3.73 0.323 16.9 0.320 3.71 0.537 8.36 0.451
MaskGIT∗ [4] 26.1 0.262 17.2 0.319 8.05 0.320 5.86 0.380 33.5 0.533 19.7 0.484
BLT [22] 17.4 0.202 72.1 0.215 4.48 0.340 5.10 0.387 117† 0.471† 131† 0.345†

BART [24] 3.97 0.253 9.36 0.320 3.18 0.334 5.88 0.375 8.87 0.527 9.58 0.446
VQDiffusion∗ [10] 4.34 0.252 10.3 0.319 3.21 0.331 7.13 0.374 11.0 0.541 11.1 0.373
LayoutDM 3.55 0.277 7.95 0.310 2.22 0.392 4.25 0.381 9.00 0.576 7.65 0.377

Real data 1.85 0.691 6.25 0.438 1.85 0.691 6.25 0.438 1.85 0.691 6.25 0.438

Rico PubLayNet

Condition
Layout-

Trans [12] BLT [22] BART [24] LayoutDM Real Condition
Layout-

Trans [12] BLT [22] BART [24] LayoutDM Real

C
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→
P

C
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n

Figure 3. Comparison in conditional generation given partially known fields.

high-quality layouts with fewer layout aesthetics violations,
such as misalignment and overlap, given diverse conditions.

Unconditional Generation Tab. 2 summarizes the results
of unconditional generation. Unconditional layout genera-
tion methods often assume fixed order for element genera-
tion e.g. top-to-bottom rather than random order for better
generation quality by constraining the prediction. For refer-
ence, we additionally report the results of LayoutTrans [12]
trained on the fixed element order (LayoutTrans-fixed). Al-
though we design LayoutDM’s primarily for conditional

generation, LayoutDM achieves the best FID under random
element order setting. We conjecture that BLT’s poor per-
formance is due to train-test mask distribution inconsistency
caused by their hierarchical masking strategy for training.
BLT masks a randomly sampled number of fields from a
single semantic group i.e. category, position, or size. How-
ever, decoding starts with all masked tokens in inference.
The alignment metric of Real data stays at 0.109 in Rico.
Too small alignment values of LayoutTrans and MaskGIT
can be a signal of producing trivial outputs in Rico.
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Table 2. Quantitative comparison in unconditional generation. Top
two results are highlighted in bold and underline, respectively.

Dataset Rico PubLayNet
Model FID ↓ Align. ↓ FID ↓ Align. ↓
LayoutTrans-fixed [12] 6.47 0.133 17.1 0.084
LayoutTrans [12] 7.63 0.068 13.9 0.127
MaskGIT∗ [4] 52.1 0.015 27.1 0.101
BLT [22] 88.2 1.030 116 0.153
BART [24] 11.9 0.090 16.6 0.116
VQDiffusion∗ [10] 7.46 0.178 15.4 0.193
LayoutDM 6.65 0.162 13.9 0.195

Real data 1.85 0.109 6.25 0.0214

Table 3. Quantitative comparison in the refinement task. Top two
results are highlighted in bold and underline, respectively.

Dataset Rico PubLayNet
Model FID ↓ Max. ↑ Sim ↑ FID ↓ Max. ↑ Sim ↑
Task-specific models

RUITE [40] 3.23 0.421 0.221 6.39 0.415 0.174
Task-agnostic models

Noisy input 134 0.213 0.177 130 0.242 0.147
LayoutDM 2.77 0.370 0.205 6.75 0.352 0.149
w/o logit adj. 3.55 0.277 0.168 7.95 0.310 0.127

Real data 1.85 0.691 0.260 6.25 0.438 0.216

Input RUITE [40] LayoutDM Real

R
ic

o
Pu

bL
ay

N
et

Figure 4. Qualitative comparison in the refinement task.

Refinement Our LayoutDM performs this task with a
combination of the strong constraints of element categories,
i.e., setting zknown = {(c1,[MASK], . . . ,[MASK]), . . .},
and the weak constraints that geometric outputs appear near
noisy inputs. As an example of the weak constraint, we
describe a constraint that imposes the x-coordinate estimate
of i-th element close to the noisy continuous observation x̂i.
We denote a sliced vector of the prior term π in Eq. (6) that
corresponds to the x-coordinate of i-th element as πi
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Figure 6. Qualitative comparison in the relationship task.

and define by:

[
πi
x

]
j
=

{
1 if |loc(j)− x̂i| < m and j ∈ X

0 otherwise,
(8)

where m is a hyper-parameter indicating a margin, X is a
set of indices denoting tokens for x in the vocabularies, and
loc(j) is a function that returns the centroid value of j-th
token in the vocabularies. We define similar constraints for
the other geometric variables and elements.

We summarize the performance in Tab. 3. We addition-
ally report DocSim [38] (Sim) to measure the similarity of a
predicted and its corresponding ground truth layout. Impos-
ing noisy geometric fields as a weak prior significantly im-
proves the masking-only model and makes the performance
much closer to RUITE [40], which is a denoising model not
applicable to other layout tasks. We compare some results
in Fig. 4. Both LayoutDM and RUITE successfully recover
complete layouts from non-trivially noisy layouts.

Relationship We use Eq. (7) to incorporate the relational
constraints during the sampling step of LayoutDM. We fol-
low [21] to employ the loss functions penalizing size and
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Table 4. Ablation study results on layout-specific modification in
unconditional generation of Rico [5] dataset.

FID ↓ Align. ↓
LayoutDM 6.65 0.162
w/o modality-wise diff. 7.32 0.156
w/o decoupled pos. enc. 6.78 0.227
w/ uniform-quantization 7.58 0.256
w/ percentile-quantization 9.79 0.232

Real Data 1.85 0.109

location relationships between elements that do not match
user specifications. We define the loss functions for contin-
uous bounding boxes, and we have to convert the predicted
discrete bounding boxes to continuous ones in a differen-
tiable manner. Given estimated probabilities of discrete x-
coordinates p(x), for example, we compute the continuous
x-coordinate x̄ by x̄ =

∑
n∈X p(x = n) loc(n). Similar

conversion applies to the other attributes. Empirically, we
find that applying the logit adjustment multiple times (three
times in our experiments) to each diffusion step moderately
improves performance.

We compare LayoutDM with two task-specific ap-
proaches: NDN-partial [23] and CLG-LO based on Lay-
outGAN++ [21]. We show the results in Fig. 5. We ad-
ditionally report constraint violation error rates [21]. Lay-
outDM can control the strength of the logit adjustment as
in Eq. (6) and produces an FID-violation trade-off curve.
LayoutDM is comparable to NDN-partial in Rico and out-
performs NDN-partial by a large margin in PubLayNet. Al-
though LayoutDM is inferior to CLG-LO in both datasets,
note that the average runtime of CLG-LO is 4.0s, which is
much slower than 0.5s in LayoutDM. We show some results
of LayoutDM in Fig. 6.

4.6. Speed-Quality Trade-off

Runtime is also essential for a controllable generation.
We show a speed-quality trade-off curve for C+S→P as
shown in Fig. 7. The Transformer encoder-only models,
such as LayoutDM and BLT, can achieve fast generation at
the sacrifice of quality. We employ fast-sampling strategy
employed in discrete diffusion models [3] for LayoutDM
by pθ(zt−∆|zt) ∝

∑
z̃0

q(zt−∆, zt|z̃0)p̃θ(z̃0|zt), where
∆ ∈ N indicates a step size for generation in T

∆ steps. De-
spite being a task-agnostic model, LayoutDM achieves the
best quality-speed trade-off except for task-specific Layout-
GAN++ [21] that runs under 10ms.

4.7. Ablation Study

We investigate whether techniques in Sec. 3.2 improve
the performance. First, we evaluate a choice of quantization
methods for the geometric fields of elements. Instead of
KMeans, we compute centroids for the quantization by:
• Uniform: This is dataset-agnostic quantization, which is

popular in previous works [2, 12, 22]. Following [12], we
choose {0.0, 1

B , . . . , B−1
B } and { 1

B , . . . , B−1
B , 1.0} for

the position and size, respectively.
• Percentile: we sort the data into equally sized groups and

obtain average values for each group as the centroids.
This is dataset-specific quantization similar to KMeans.

We show the result at the bottom of Tab. 4. We additionally
report the Alignment metric (Align.) used in [21] since the
choice of the quantization affects the alignment between el-
ements. Compared to Linear and Percentile, KMeans quan-
tization significantly improves both FID and Alignment.
We confirm that our modality-wise diffusion and decou-
pled positional encoding both moderately improve the per-
formance, as we show at the top half of Tab. 4.

5. Discussion

LayoutDM is based on diffusion models for discrete
state-space. Using continuous state-space as in latent dif-
fusion models [41] would be interesting. Extension of
LayoutDM to handle various layout properties such as
color [19] and image/text [46] is also appealing.

We believe our proposed logit adjustment can incorpo-
rate more attributes. Attribute-conditional LayoutGAN [26]
considers area, aspect ratio, and reading order of elements
for fine-grained control. Since these attributes can be easily
converted to the size and location relationship constraints,
incorporating them with our LayoutDM is not very difficult.

Potential negative impact Our model might be used to
automatically generate the basic structure of fake websites
or mobile applications, which could lead to scams or the
spreading of misinformation.
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A. Implementation Details
A.1. Baseline

We explain more details on task-agnostic layout genera-
tion baselines using masking, especially when the original
model is not designed for layout generation. We mostly
describe unconditional generation cases, but partial layout
fields can be easily injected by hard masking.
BART: BART is a denoising autoencoder and was origi-
nally designed for learning a sequence-to-sequence model
for text generation. Text is usually represented as a 1D se-
quence of discrete tokens. Since we also handle the shuffled
layout as a 1D sequence of discrete tokens during training,
a BART-like model may be another solid baseline. To build
a task-agnostic layout generation model, we apply random
masking similar to the noise pattern of MaskGIT [4], in-
stead of text-specific noises, such as span-level masking.
MaskGIT∗: MaskGIT [4] is originally built for uncon-
ditional image generation. Following recent two-stage
approaches for efficient image modeling, such as VQ-
GAN [8], MaskGIT first generates a small number of dis-
crete tokens and subsequently decodes those tokens into a
continuous high-dimensional image by a pre-trained neural
decoder. We consider the first generation part of MaskGIT
to be another baseline. We use [PAD] to enable variable-
length generation. For a masking schedule during decoding,
i.e. fraction of the tokens masked in each iteration, we em-
ploy a cosine schedule as in MaskGIT.
VQDiffusion∗: VQDiffusion [10] is a discrete diffusion-
based model designed for text-to-image generation. To
adapt VQDiffusion for conditional layout generation with
minimal modification, we (i) remove the text condition-
ing branch in the reverse process, (ii) replace the image
tokens with layout tokens, and (iii) add [PAD] token to
enable variable-length generation. As described in the
main manuscript, there are three major differences between
VQDiffusion∗ and our proposed LayoutDM: modality-wise
diffusion, decoupled positional encoding, and adaptive
quantization.

We adjust the number of parameters for each model to
have about 12M parameters for a fair comparison. We show
the exact numbers in Tab. 5.

A.2. Relationship Guidance

Similarly to the main manuscript, let us denote the pre-
dicted coordinates of an i-th element (x̂i, ŷi, ŵi, ĥi) ∈
[0, 1]4. We follow [21] to define the loss for penalizing
size and location relationships between elements that do not
match user specifications. For example, if we want to make
the j-th element larger than the i-th element, the loss is de-
fined by:

glg(i, j) = max
(
(1 + γ) ŵiĥi − ŵj ĥj , 0

)
, (9)

where γ is a tolerance parameter, which is empirically set
to 0.1. If we want to make the j-th element above the i-th
element, the loss is defined by:

gab(i, j) = max

((
ŷj +

ĥj

2

)
−

(
ŷi −

ĥi

2

)
, 0

)
, (10)

which compares the bottom of the j-th element and the top
of the i-th element. Please refer to the code for losses for
the rest of the relationships.

Although it is not experimentally demonstrated, we be-
lieve that it is also possible to incorporate area, aspect ratio,
and reading order constraints used in Attribute-conditioned
GAN [26].
• Area: given a target area of the element ai ∈ R, we use
|ai − ĥiŵi| as a loss.

• Aspect ratio: Given a target aspect ratio ri ∈ R, we use
|ri − ĥi

ŵi
| as a loss.

• Reading order: we follow [22] and define that the reading
order solely depends on the distance between the left-top
of the canvas and each element. We first compute the

distance by d̂i =

√
(x̂i − ŵi

2 )2 + (ŷi − ĥi

2 )
2. We can

use max(d̂i − d̂j , 0) as a loss to make the i-th element
come before the j-th element in the reading order.

A.3. Hyper-parameters

We search for the best hyper-parameters using a valida-
tion set. During sampling from pθ(zt−1|zt) for all the tasks,
we search for p used in nucleus (or top-p) sampling [15] out
of {0.90, 0.95, 0.99, 1.0}. We train the models for 50 and
20 epochs in Rico and PubLayNet, respectively.

We attempt a grid search for additional hyper-parameters
in the refinement task. The ranges of possible values are
the following: the distance margin m in {0.1, 0.2} and the
weighting term λπ in {1.0, 2.0, 3.0, 4.0, 5.0}.

A.4. Evaluation

In unconditional generation, the model generates 1,000
samples from the random seed. In conditional generation,
the test set of each dataset is used to make a partial input for
conditional generation and the model generates one sample
per each data in the test set.

B. Additional Results
B.1. Ablation Study

State space Continuous state space diffusion models have
gained much attention compared to discrete state space
models. Recently, Li et al. [27] propose DiffusionLM that
adapts the continuous models to handle discrete text gener-
ation. DiffusionLM introduces an embedding and rounding
step to bridge the continuous and discrete state spaces. We
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Rico PubLayNet

LayoutVAE [18] (C→S+P) 13.2 13.0
NDN-none [23] (C→S+P) 21.8 21.8

LayoutGAN++ [21] (C→S+P) 12.9 12.9
LayoutVAE [18] (C+S→P) 14.7 14.5
NDN-none [23] (C+S→P) 14.8 14.8

LayoutGAN++ [21] (C+S→P) 13.0 13.0
LayoutTrans [12] 12.7 12.7

LayoutTrans-fixed [12] 12.7 12.7
MaskGIT* [4] 12.7 12.7

BLT [22] 12.7 12.7
RUITE [40] 12.7 12.7
BART [24] 12.8 12.8

VQDiffusion* [10] 12.4 12.4
LayoutDM 12.4 12.4

Table 5. The number of parameters [M] used for each model.

State #steps Sampler FID ↓
LayoutDM dis. 100 - 6.65

VQDiffusion* [10] dis. 100 - 7.46

DiffusionLM [27]

con. 100 DDIM 34.5
con. 100 DDPM 24.8
con. 1000 DDIM 33.8
con. 1000 DDPM 22.8

Table 6. Ablation study results on the choice of state spaces: dis-
crete (dis.) and continuous (con.), in the unconditional generation
task of Rico [5] dataset. Top two results are highlighted in bold
and underline, respectively.

train DiffusionLM (with 12.6M parameters) and show the
results in Tab. 6. We show the results of DiffusionLM with
embedding dimensions d = 16 because it works best out
of {16, 64, 128} in Rico [5] dataset. Although We tried dif-
ferent samplers (DDPM [14] and DDIM [43]) and training
timesteps, DiffusionLM is still far behind the discrete state
space models in layout generation as shown in Tab. 6.

Refinement The logit adjustment proposed in the main
manuscript has some choices for injecting positional prior.
Without loss of generality, we describe a constraint that im-
poses the x-coordinate estimate of i-th element close to the
noisy continuous observation x̂i. We denote a sliced vec-
tor of the prior term π(zt−1) that corresponds to the x-
coordinate of i-th element as πi

x ∈ RK .

• Gaussian: j-th token is more likely to be sampled when

FID ↓ Max. ↑ Sim ↑
Default 2.77 0.370 0.205

Gaussian 5.82 0.330 0.188
Negation 3.78 0.276 0.169

Table 7. Ablation study results on the choice of logit adjustment
methods in the refinement task. Top two results are highlighted in
bold and underline, respectively.

loc(j) is closer to x̂i. The prior is defined by:[
πi
x

]
j
={

(loc (j)− x̂i)
2 if |loc(j)− x̂i| < m and j ∈ X

0 otherwise,
(11)

The ranges of possible values are similar to our method
used in the main manuscript (Default).

• Negation: j-th token is never sampled when loc(j) is far
away from x̂i. The prior is defined by:

[
πi
x

]
j
=

{
0 if |loc(j)− x̂i| < m and j ∈ X

−∞ otherwise.
(12)

The ranges of possible values are the following: the dis-
tance margin m in {0.2, 0.4, 0.6, 0.7, 0.8, 0.9}.
We show the quantitative evaluation results in Tab. 7. We

can see that Default outperforms other possible choices by
a large margin.

B.2. Speed-Quality Trade-off

We show more speed-quality trade-off curves in Fig. 8.
We perform generation with a batch size of 64 and report the
average runtime to generate a single layout for all the mod-
els. Lightly colored regions around the line plots, such as
the one in BLT for C→S+P in Rico represent the standard
deviation of three trials for each model, though the devia-
tions are too small to see in most cases.

B.3. More Results

We show more results compared with task-specific base-
lines in C→S+P (Fig. 9), C+S→P (Fig. 11), unconditional
generation (Fig. 13), the refinement task (Fig. 15) for Pub-
LayNet. Typical failure cases are frequent overlap between
elements (often in BLT), unnecessarily broad blank space
(often in LayoutTrans.), and lack of diversity. We show
more results in C→S+P (Fig. 10), C+S→P (Fig. 12), uncon-
ditional generation (Fig. 14), the refinement task (Fig. 16)
for Rico. Rico is more difficult to generate since the num-
ber of categories is large and elements are less aligned com-
pared to PubLayNet.
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B.4. Diversity-Fidelity Trade-off

We introduce density and coverage metrics by [35] to an-
alyze the results from a different viewpoint. Density mea-
sures fidelity; i.e., how closely generated samples resem-
ble real ones. Coverage measures diversity; i.e., whether
generated samples cover the full variability of the real
samples. We plot the diversity and fidelity of iterative
refinement-based models in Fig. 17 as we increase the
number of timesteps for the iterative prediction. Discrete
diffusion-based models usually have higher coverage scores
and lower density scores. We conjecture that the cover-
age difference comes from the inference decoding strategy.
BLT [22] and MaskGIT∗ [4] fix high-confident predictions
and re-initialize lower-confident fields by [MASK] for the
next step that leads to higher fidelity. In contrast, discrete
diffusion-based models randomly corrupt the predictions
and result in higher diversity.

B.5. Alignment and Overlap

We additionally show the metrics reported in many pre-
vious works: Alignment and Overlap. Note that these met-
rics only capture the fidelity of generated layouts. There
are a few variants for both Alignment [21, 23, 25, 26] and
Overlap [21, 25, 26]. We employ the definition in [21]. We
scale the values of Alignment by 100× for visibility. For
reference, we show Alignment and Overlap computed in
a validation set as Real data. The lowest score in Align-
ment or Overlap does not always mean the best performance
for a model, but a model closest to Real data is the best
model. We show the result in Fig. 18. In the fixed-length
generation i.e. C→S+P and C+S→P, LayoutDM performs
almost comparably to VQDiffusion* [10] and BART [24],
and better than the other models. In the variable-length gen-
eration i.e. the completion task and unconditional genera-
tion, autoregressive models, such as BART [24] and Lay-
outTrans. [12], are moderately better than LayoutDM. This
result is reasonable since these models predict the fields one
by one. Diffusion-based models, such as LayoutDM and
VQDiffusion∗, are better than BLT and MaskGIT∗. We be-
lieve this is because diffusion models avoid the error accu-
mulation in iterative prediction according to [10].
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Figure 8. Speed-quality trade-off of different models.
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Figure 8. (cont.) Speed-quality trade-off of different models.
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Figure 9. Comparison of conditional generation in C→S+P for PubLayNet. We obtain three samples from each model to demonstrate the
diversity.
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Figure 10. Comparison of conditional generation in C→S+P for Rico. We obtain three samples from each model to demonstrate the
diversity.
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Figure 11. Comparison of conditional generation in C+S→P for PubLayNet. We obtain three samples from each model to demonstrate the
diversity. Note that the size condition of each element is not shown for limited space. Please refer to Real Data for the size.
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Figure 12. Comparison of conditional generation in C+S→P for Rico. We obtain three samples from each model to demonstrate the
diversity. Note that the size condition of each element is not shown for limited space. Please refer to Real Data for the size.
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Real Data Layout-
Trans. [12] MaskGIT∗ [4] BLT [22] BART [24] VQDiffusion∗ [10] LayoutDM

Figure 13. Comparison of unconditional generation for PubLayNet. We obtain five samples from each model to demonstrate the diversity.
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Real Data Layout-
Trans. [12] MaskGIT∗ [4] BLT [22] BART [24] VQDiffusion∗ [10] LayoutDM

Figure 14. Comparison of unconditional generation for Rico. We obtain five samples from each model to demonstrate the diversity.
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Input RUITE [40] LayoutDM Ground Truth

Figure 15. Comparison of the refinement task for PubLayNet. We obtain three samples from LayouytDM to demonstrate the diversity.

Input RUITE [40] LayoutDM Ground Truth

Figure 16. Comparison of the refinement task for Rico. We obtain three samples from LayouytDM to demonstrate the diversity.
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Figure 17. Density-coverage trade-off of different models.
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Figure 17. (cont.) Density-coverage trade-off of different models.
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Figure 18. Alignment and overlap of different models.
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Figure 18. (cont.) Alignment and overlap of different models.
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