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ABSTRACT
We address the problem of automatic photo enhancement, in which
the challenge is to determine the optimal enhancement for a given
photo according to its content. For this purpose, we train a convo-
lutional neural network to predict the best enhancement for given
picture. While such machine learning techniques have shown great
promise in photo enhancement, there are some limitations. One is
the problem of interpretability, i.e., that it is not easy for the user to
discern what has been done by a machine. In this work, we leverage
existing manual photo enhancement tools as a black-box model,
and predict the enhancement parameters of that model. Because
the tools are designed for human use, the resulting parameters can
be interpreted by their users. Another problem is the difficulty of
obtaining training data. We propose generating supervised training
data from high-quality professional images by randomly sampling
realistic de-enhancement parameters. We show that this approach
allows automatic enhancement of photographs without the need
for large manually labelled supervised training datasets.
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1 INTRODUCTION
Although taking a photo is nearly instantaneous, post-processing
for obtaining the desired visual characteristics, such as brightness
and color properties, can take many minutes or even hours. Given
that professional photographers may take thousands of images
in a single photo-shoot, the burden of post-processing them all
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(a) input (b) output
Figure 1: Automatic photo enhancement with our approach.
(a) Input image and (b) enhanced image. The image is “Ojito
Sunset” by John Fowler licensed under CC BY 2.0.

is intractable. In this work, we focus on automatically enhancing
photographs using machine learning techniques.

The challenge is that optimal enhancing parameters for each im-
age is different, and not only because of simple features such as the
overall brightness and contrast. Rather, the content of the image
must be taken into account for best result. This defines the problem
as a content-based mapping of images to enhancements. Convolu-
tional neural network is best suited for such image interpretation
problems.

An enhancement is a mapping of images to images. In our ap-
proach, it is defined by the parameters for an off-the-shelf profes-
sional photo enhancement software, which is treated as a black
box that turns the parameters into the enhancement. By predicting
enhancement parameters instead of directly modifying the pixel
values, we are able to easily interpret the results, as well as further
improve the image manually.

We train a convolutional neural network to predict the best en-
hancement parameters for a given picture. For such training, we
need a large amout of data, in this case many pairs of a non-optimal
input photo and a set of parameters that enhances it as well as
possible. Making such pairs manually is a daunting task, so we gen-
erate them from high-quality professional photographs that repre-
sent the desired results of enhancement. For a given professional
photograph, we randomly sample realistic photo de-enhancement
parameters, which allows creating ‘amateur’ pre-enhancement ver-
sions of each professional photograph. We then use optimization to
obtain the parameters necessary to convert the de-enhanced image
to the professional image. Finally, the de-enhanced image and the
obtained parameters are used as the supervised training data to
train our automatic photo enhancement model.

We evaluate our model on challenging real-world photographs,
and compare with existing methods using a perceptual user study.
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Figure 2: Overview of our approach. We train a CNN to predict the photo enhancement parameters for a given input image,
which can then be used with a photo enhancement model. The supervised training data consists of pairs of input images and
photo enhancement parameters.

2 RELATED WORK
Koyama et al. [Koyama et al. 2016] proposed a system that aids
enhancement of photographs by learning a preference model as a
photo enhancement model for each user. However, since learning is
done from the edit history, it is necessary for the user to manually
correct various kinds of photos in order to improve the enhance-
ment accuracy. Kaufman’s method [Kaufman et al. 2012] automati-
cally corrects the contrast and saturation by a fixed amount in the
regions other than face and sky, which it recognizes. Therefore,
the enhancement is rather uniform and it is difficult to make a
correction that matches the contents of the photo. Yan et al. [Yan
et al. 2016] proposed a method to automatically enhance photos
by feeding feature descriptors calculated from an image into deep
neural network using the Adobe-FiveK datasets [Bychkovsky et al.
2011]. The calculation of the feature descriptors depends on scene
detection [Tighe and Lazebnik 2010] and object recognition [Viola
and Jones 2001] for a limited number of classes such as sky and
road, and it does not work on images where class estimation and
accurate segmentations are difficult to obtain. In Deep Photo En-
hancer [Chen et al. 2018], Chen et al. use GANs to learn to enhance
photos. Though the purpose is slightly different, Lee et al. [Lee
et al. 2016] proposed a method to convert the style of photos. In
this method, pairs of photos before and after enhancement are not
necessary as teacher data.

The commercial software Adobe Photoshop1 and Adobe Light-
room2 have automatic photo enhancement functions. Adobe Light-
room features an automatic enhancement assisted by the latest arti-
ficial intelligence called Adobe Sensei. It uses thousands of photos
with high-quality enhancement, machine learning platform and
neural networks.

3 PROPOSED APPROACH
An overview of our approach can be seen in Fig. 2. We create
training data by de-enhancing professional photographs and use
optimization to obtain photo enhancement parameters. Then, the
pairs of de-enhanced images and photo enhancement parameters
can be used to train a convolutional neural network which, in
combination with the photo enhancement model, can be used for

1https://www.adobe.com/uk/products/photoshop.html
2https://www.adobe.com/uk/products/photoshop-lightroom.html

the automatic enhancement of photographs, as well as allowing for
further manual editing.

For our approach, we assume we have a photo enhancement
model, but make no assumptions on the model itself, other than
that it has a finite number of parameters, representable as a vector,
that can be used to enhance a particular image.

3.1 Automatic Photo Enhancement Model
Our photo enhancement model is based on a convolutional neu-
ral network that predicts the photo enhancement parameters of a
given photograph. Given that each photo enhancement parameter
can have different ranges, we normalize each photo-enhancement
parameter to be predicted by subtracting its mean and dividing by
its standard deviation over the training dataset. The optimization
of the model can be then formulated as:

arg min
ϕ

1

N

N
∑

i=0

�

�

�
c(xi ;ϕ) − θ̂∗i

�

�

�

2
(1)

where c(x ;ϕ) is the convolutional neural network with input image

x and parameters ϕ, and θ̂∗ is the normalized photo enhancement
parameter vector of length N .

Instead of training from scratch, we fine-tune a VGG19 [Si-
monyan and Zisserman 2014]model pre-trained on ImageNet [Krizhevsky
et al. 2017]. In particular, we replace the last layer with one with N
outputs, and train the model using stochastic gradient descent.

3.2 Generating Training Data
Pairs of non-enhanced images and enhancement parameters are
necessary to train our automatic photo enhancement software.
An overview of our data creation approach can be seen in Fig. 3.
To create the training data, we randomly sample parameters to de-
enhance high-quality images into simulated amateur photos. As the
random sampling from the parameter space will inevitably lead to
images unnatural even for an amateur, we propose using a separate
classification network to only keep natural-looking de-enhanced
photos. We manually annotate randomly de-enhanced photos to
train the classification network and use 6, 000 images for training.
This allows quickly creating de-enhanced images for training data
with a reduced bias towards unnatural images. As a classification
network, we use a VGG16 [Simonyan and Zisserman 2014] model
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Figure 3: Overview of the data generation process. High-quality professional photographs are de-enhanced to produce lower
quality ones. Photos that are too unrealistic are removed by using a classification network. Afterwards, the parameters needed
to enhance the de-enhanced image back to the original are estimated by optimization. The pairs of de-enhanced photos and
enhancement parameters are used as the supervised training data for the automatic enhancement model. Horse image is
“Horse” by lago licensed under CC BY 2.0.

fine-tuned to the task of classifying de-enhanced photos as realistic
or not. To check if a photo is suitable for training or not, we set a
threshold τs on the classification score.

Since we do not assume the photo enhancement model to be
invertible, in order to obtain the enhancement parameters to con-
vert the de-enhanced photo back to the original photo we resort
to black-box optimization. In particular, for a given de-enhanced
image x and a original photo y∗, we optimize

arg min
θ

�

� y∗ − f (x, θ )
�

�

2
, (2)

where f (·, ·) is the photo enhancement model and θ is the enhance-
ment parameters. In optimizing, there are two points to be aware of.
One is that there may be multiple combinations of enhancement pa-
rameters and operations that lead to the same result, which might
confound the enhancement-learning network. This problem can
be solved by using a sufficient number of data. Secondly, the order
of functions performed within the enhancement model affects the
results. In consideration of this, we use a fixed function order. For
optimization, we use the Nelder-Mead (NM) method [Nelder and
Mead 1965], which does not require the explicit computation of gra-
dients. In the NM method, an n-dimensional domain is searched by
using a simplex which is a (n+1)-vertex polytope in an-dimensional
domain. Optimization is done by repeating the reflection, expansion,
and contraction of the simplex within the domain.

The full approach to generate the supervised data can thus be
described as follows:

(1) Randomly sample from enhancement parameters and create
a de-enhanced photo.

(2) Classify the de-enhanced photo as suitable for training or
not. If not, go to (1).

(3) Use optimization to find the enhancement parameters that
converts the de-enhanced photo back to the original.

(4) Check if optimization loss is within a threshold τo . If not, go
to (1).

(5) Add the de-enhanced photo and the enhancement parame-
ters to the training dataset.

4 EXPERIMENTS
As the high-quality pictures, it would be best to use professional
ones. For cost reasons, however, for this experiments we instead
obtained 13, 750 images from Flickr’s Interestingness photos, which
are pictures in Flickr chosen based on the number of: photo tags,

Table 1: Overview of the different functions we use in our
black-box photo enhancement model and the number of as-
sociated parameters.

Function Name Number of Parameters

exposure, brightness 3
shadow, highlight 5

contrast 1
saturation, vibrance 2

white balance 3
color correction 5
color contrast 2

total 21

groups they belong to, people who saw the images, favorite people,
etc., and which seem to us to be of very high-quality. For the model,
we set τs to 2.5 and τo to 0.066.

4.1 Photo Enhancement Model
As the black-box photo enhancement model, we used the Dark-
table 3 open-source software package, which contains a large num-
ber of different photo enhancement functions. The functions we
used and their number of parameters are shown in Table 1. In partic-
ular, we focus on a diverse set of functions that allow for correcting
exposure, brightness, shadows, color, . . . . We note that we treated
the set of functions as a black-box model and did not make any
hypothesis on their characteristics nor functionality. This allowed
incorporating stronger non-linear non-local functionality for the
photo enhancement.

4.2 Comparison with Existing Approaches
We compare the results by our approach with those by existing
approaches on images taken from Flickr in Fig. 4. In particular,
we compare against Adobe Photoshop automatic tone enhance-
ment, contrast and color enhancement, and Deep Photo Enhancer
(DPE) [Chen et al. 2018]. We can see how our approach was able
to significantly improve the brightness of the input image. In the
bottom row, our approach was able to improve the white balance
in contrast with the other two approaches.

3https://www.darktable.org/
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(a) Input Image (b) Adobe Photoshop (c) DPE [Chen et al. 2018] (d) Ours

Figure 4: Comparison of automatic enhancement results with existing approaches. More results are in the supplementary
materials. The top image is “Sheffield Park and Garden 22-10-2010” by Karen Roe licensed under CC BY 2.0. The bottom image
is “Strasbourg” by francois schnell licensed under CC BY 2.0.

Table 2: Results of the perceptual user study.

Ours Input Photoshop DPE

vs. Ours - 24.4% 41.2% 33.1%
vs. Input 75.6% - 85.3% 75.0%

vs. Photoshop 58.8% 14.7% - 35.7%
vs. DPE 66.9% 25.0% 64.3% -

4.3 Perceptual User Study
We conducted a user study by showing the result of automatic
enhancement by our method, Adobe Photoshop, and DPE [Chen
et al. 2018] to 20 participants. The scores are shown in Table 2. In
the user study, we used a total of 50 input images and 200 output
images by each method. The participants were shown two images
randomly selected from all the images and selected the one that
looks more natural and generally better. For each pair of dueling
methods, the percentage of its output selected by the user is the
score. The proposed method was evaluated as more natural and
easier to see than Adobe Photoshop and DPE [Chen et al. 2018].
Adobe Photoshop came the closest, but note that this commercial
program was presumably trained using thousands of image pairs
before and after hand-enhancement.

5 CONCLUSIONS
We have presented a fully automatic approach for photo enhance-
ment that is also amenable to further manual editing. Our approach
is based on predicting the enhancement parameters of off-the-shelf
black-box photo enhancement software, and allows for easily inter-
pretability of the results.We generate training data by de-enhancing
professional photographs and estimate enhancement parameters
through optimization, which allows us to circumvent the need for
expensive annotation data.
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