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Abstract. Rectal cancer is one of the most common diseases and a
major cause of mortality. For deciding rectal cancer treatment plans, T-
staging is important. However, evaluating the index from preoperative
MRI images requires high radiologists’ skill and experience. Therefore,
the aim of this study is to segment the mesorectum, rectum, and rectal
cancer region so that the system can predict T-stage from segmentation
results.

Generally, shortage of large and diverse dataset and high quality an-
notation are known to be the bottlenecks in computer aided diagnos-
tics development. Regarding rectal cancer, advanced cancer images are
very rare, and per-pixel annotation requires high radiologists’ skill and
time. Therefore, it is not feasible to collect comprehensive disease pat-
terns in a training dataset. To tackle this, we propose two kinds of ap-
proaches of image synthesis-based late stage cancer augmentation and
semi-supervised learning which is designed for T-stage prediction. In the
image synthesis data augmentation approach, we generated advanced
cancer images from labels. The real cancer labels were deformed to re-
semble advanced cancer labels by artificial cancer progress simulation.
Next, we introduce a T-staging loss which enables us to train segmen-
tation models from per-image T-stage labels. The loss works to keep
inclusion/invasion relationships between rectum and cancer region con-
sistent to the ground truth T-stage. The verification tests show that
the proposed method obtains the best sensitivity (0.76) and specificity
(0.80) in distinguishing between over T3 stage and underT2. In the ab-
lation studies, our semi-supervised learning approach with the T-staging
loss improved specificity by 0.13. Adding the image synthesis-based data
augmentation improved the DICE score of invasion cancer area by 0.08
from baseline. We expect that this rectal cancer staging AI can help
doctors to diagnose cancer staging accurately.

Keywords: Rectal cancer - Segmentation - T stage discrimination -
Semi-supervised learning - Image synthesis.
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1 Introduction

T-staging is an index for assessing the spread of primary tumors into nearby
tissues. Regarding rectal cancer which is a common disease and a major cause
of mortality. Magnetic resonance imaging (MRI) is commonly used for the as-
sessment of T2/T3/T4 staging. In the clinical research [3,16] , it has become
clear that invasion depth from rectum and margin between cancer and mesorec-
tum are directly related to the prognosis of rectal cancer, and those indexes
are also important for deciding rectal cancer treatment plan. However, evalu-
ating T-staging from preoperative MRI images requires high radiologists’ skill
and experience. In [13], the T3 staging sensitivity and specificity for experienced
gastrointestinal radiologists is 96% and 74%, while for a general radiologist is
75% and 46%, respectively. Since those numbers are not sufficiently high, com-
puter aided diagnosis (CAD) systems for assisting T-staging were proposed in
the previous studies [10].

This paper deals with two difficulties in building such CAD systems. First
one is that preparing per-pixel annotation requires high radiologists’ skill and
time cost. Second one is that advanced cancer cases are very rare. Due to these
difficulties, it is almost impossible to collect large scale high quality training
dataset. To tackle these problems, we propose semi-supervised learning and im-
age synthesis-based late stage cancer augmentation. Here we pick up related
works, then summarize contributions of this work.

Cancer Segmentation and T-staging Since the U-net [14] was proposed,
segmentation tasks have achieved remarkable results. Regarding tumor segmen-
tation tasks from MR images, it is reported that segmentation accuracy reached
human expert level [5,7,9]. However, not so many researches have been done
on automatic T-staging. One research [4] tried to segment tumor, inner wall,
and outer wall to visualize cancer invasion, but it did not evaluate T-staging
accuracy. Kim et al. [10] proposed a method for classifying T-stage from preop-
erative rectal cancer MRI, but their method was not able to visualize the basis
of the decision. To the best of our knowledge, there was no previous study that
simultaneously evaluate both cancer segmentation and T-staging accuracy.

Data augmentation Supervised learning methods rely on a large and di-
verse training dataset to achieve high performance. Data augmentation is com-
monly known as an effective way to compensate limited amount of training
data [15].Recently, generation-based approach using generative adversarial net-
works (GANSs) [6] have been proposed. One such method is label-to-image trans-
lation. Abhishek et al. [1] used label-to-image translation method to generate
skin cancer 2D images for data augmentation and showed improvement in seg-
mentation accuracy. However, this method has limitations that the generated
data follow training data distribution. It is difficult to create images that are
rarely included in training data.

We summarize the contributions of this work as follows:
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Fig. 1. T-stage classification algorithm using multi-label relationship. Yellow arrows
point cancer area extends beyond the rectum area and this case is staged with T3.

1. This is an early work which develops and evaluates a CAD system that can
do both rectal cancer segmentation and T-staging with a clinical dataset.

2. We propose a semi-supervised learning using a novel T-staging loss. The T-
staging loss enables us to train a segmentation model with not only per-pixel
labels but per-image T-stage labels.

3. We propose a label-to-image translation based severe cancer augmentation.
This approach can generate rare data that is out of training dataset distri-
bution by deforming cancer label into the shape of a progressive cancer.

2 Methodology

We model the rectal cancer T-staging problem as a multi-class multi-label seg-
mentation of mesorectum, rectum, and rectal cancer as shown in Figure 1. The
algorithm predicts T-stage following to the segmentation results. When the can-
cer area is not in contact with the contour of the rectum area, the case is classified
as under T2 stage. On the other hand, when the cancer area crosses over the
rectum area, the case is classified as over T3 stage. This rule exactly follows the
T-staging rules of tumor invasion into the area of the rectum. In this section, we
explain a semi-supervised approach with a novel loss function named T-staging
loss in Section 2.1. Then, we explain image synthesis-based late stage cancer
augmentation in Section 2.2.

2.1 Semi Supervised Learning with T-staging Loss

The proposed semi supervised learning architecture is shown in Figure 2. We use
a 3D variant of U-net that we train to perform a segmentation task. The last
three channels of the network are the probabilities of mesorectum, rectum and
rectal cancer areas. T-staging results are calculated based on the binarized seg-
mentation results. In the training phase, 3D MR images with ground-truth seg-
mentation labels or just only ground truth T-stage are inputted to the network.
The loss function consists of a segmentation loss and the proposed T-staging
loss; Lossspa + A X LosssTa, where A is a parameter used to balance the two
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Fig. 2. Frameworks of our semi-supervised learning and the architecture of segmen-
tation network. In the training phase, images with and without segmentation labels
are inputted to the U-net. Training data with only T-stage ground truth are used for
calculating T-staging loss which works as to maximize correspondence between ground
truth and prediction T-stage.

terms. We used a standard Dice loss [11] for Lossspa. The T-staging loss which
for accurate staging purposes is defined as follows:

gsra N . Y
Losssrg = —ulog PSTG i = +—=x 2zt pmﬂ;\?z (1
(1 —psrg)l9sre Y i1 PinoT2i + D i—q PinvT3i + Q¢
Where,
bsrGc = max(pcancer,i X (1 - prectum,i))- (2)

1 if ground truth T stage is over T3
gsra = . .
0 otherwise

PinvT2 = Peancer X (1 - prectum) X (1 - gstaging)- (4)

PinvT3 = Peancer X (]- - prectum) X (]- + gstaging)' (5)

N is the number of voxels. peancer and Prectum represent the probability maps
of the rectal cancer and rectum, respectively. psiaging indicates the probability
of the predicted staging. It takes a high value when there is any voxel simulta-
neously having low rectum probability and high cancer probability. p;,,72 and
PinvT3 are probabilities of cancer invasion of each voxel in T2 case and T3 case.
This term works to reduce the cancer area outside of the rectum for T2 cases.
On the other hand, it works to increase the cancer area outside of the rectum for
T3 cases. In contrast to Lossggg is used only for the images with ground-truth
segmentation labels. Lossgsra can be used for all cases having only ground truth
T-staging. So, it works as semi-supervised setting in segmentation.
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Fig. 3. Overview of severe cancer data syntheses framework. The image synthesis model
is trained with real images. On the test phase, cancer labels are modified by simulation.
Following the generated labels, image synthesis model generate severe cancer images.

2.2 Generating Advanced Cancer MRI Image from Labels

Figure 3 is an overview of advanced cancer image synthesis system. In general,
GAN can model the underlying distribution of training data. To the contrary, our
goal is to generate out-of-distribution data (e.g., we have relatively many early
stage cancer, but we want more advanced staged cancer images). Therefore, we
first train a label-conditional-GAN model. Then we generate images for data
augmentation by inputting various deformed label images. An important point
is that the deformation is done by external knowledge which simulate cancer
development.

Semantic image synthesis SPADE [12] is known as one of the best archi-
tectures for the semantic image synthesis task. However, it is rarely applied on
3D images due to their large computational cost. This is an early work applying
SPADE for 3D image synthesis. Overall, we adopt and extended the basic frame-
work of SPADE from 2D to 3D. As shown in Figure 4, we simply introduce a
SPADE-3D block in each scale of the generator instead of residual-SPADE block
which was proposed in the original paper to save computational cost.

We found that the more the kinds of input label classes, the more generated
images give realistic looking and anatomically consistent. For that reason, in
addition to cancer, we also used rectum, mesorectum, bladder, prostate and
pelvis classes as the input to the generator. We monitored the training until the
generator gives realistically looking images from the given test label images.

Cancer label deformation Advanced stage cancer labels are generated as fol-
lows. First, a cancer label was transformed to a 3D mesh model consisting of
vertices and faces. Next, the furthest invasion point, infiltration direction vector,
and non-deformable part were calculated based on cancer morphology [8]. Then,
the 3D mesh model was transformed by constraint shape optimization [2]. Fi-
nally, the mesh model was voxelized again. These processes were applied several
times for each image, randomly changing a vertex to move and shifting distance.
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Fig. 4. Overview of the 3D generator architecture. Each nor- Fig. 5. Samples of the in-
malization layer uses 3D label image to modulate the layer put labels and generated
activations. To save computation cost, we removed residual images. Different images
blocks in the original SPADE [12] and introduced a single are generated based on
SPADE-3D block per scale which had enough capacity to the deformed cancer la-
generate realistic images. bels.

We also mimicked the shape of the cancer infiltrate into vessels or lymph nodes
by randomly embedded the tubular or spherical objects to the cancer model.
The MR images corresponding to these labels were variously generated by the
GAN as shown in Figure 5 and supplementary movies.

3 Experiments and Results

3.1 Dataset

We curated four types of datasets A-D. The dataset A-C were real MR images
acquired from rectal cancer patients. The dataset D was generated by a GAN
model which was trained on dataset A. The dataset B was separated from A for
a fair comparison, meaning that the dataset D was not generated from testing
dataset B. The dataset A, B, and D had per-pixel ground truth labels, and
dataset C had only T-stage label. The number of samples in each dataset are
provided in Table 1.

MR T2-weighted images were acquired using a 3.0 T (N=89) or 1.5 T (N=106)
MR scanner. Ground truth segmentation labels were annotated by two surgeons
based on the pathological specimens removed by surgeries. Ground truth T-stage
labels were labeled based on the pathological diagnosis.

3.2 Implementation Details and Evaluation Metrics

During the training, the Adam optimizer with a learning rate of 0.003 was used.
The parameters in the loss function are as follows; A=0.1, u=0.1,a=500. Mini
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Table 1. The dataset specification and usage in this study.

Patient Num. Data type Usage
(T2/T3) Image type Ground truth  Segmentation Image Synthesis
A 69 (22/47) Real Label Train Train
B 66 (26,/40) Real Label Train/Evaluation Unused
C 60 (29/31) Real T-Stage  Train/Evaluation Unused
D 78 (0/78) Generated Label Train -

Table 2. The condition of ablation studies.

Loss function Dataset
Baseline (DICE loss)  Soft dice AB
+Semi supervised Soft dice+T-staging loss  A,B,C

+Data augmentation  Soft dice+T-staging loss A,B,C,D

batch consisted of 4 cases with segmentation labels and 2 cases with only T-stage.
Experiments were conducted up to 80000 iterations.

For the evaluation, five-fold cross validation was conducted on dataset B
and C. Those evaluation datasets were randomly divided into five subgroups.
Four subgroups out of the five and dataset A, and D were used for training the
segmentation network. Note that one subgroup in the four subgroups for training
was used for validation. We chose the best model according to the DICE score
of the validation subgroup, then applied the model to the remaining subgroup.
We used two indexes of Dice similarity coefficient in volume [17], and T-staging
sensitivity /specificity for evaluation. We calculated T-staging sensitivity as a
correctly predicted T3 number divided by the ground truth T3 number. The
specificity is a correctly predicted T2 number divided by the ground truth T2
number.

3.3 Results

Ablation studies were conducted to evaluate the efficacies of the proposed meth-
ods. We compared three experimental settings shown in Table 2. Each setting
corresponds to the baseline (the DICE loss [11]), baseline plus semi-supervised
approach, and baseline plus semi-supervised approach and late stage data aug-
mentation.

We compared the three settings with the Dice coefficients of mesorectum,
rectum, cancer and cancer invasion area. Table 3 shows the results of dice coeffi-
cient. Figure 6 shows several segmentation results. Both of the semi-supervised
and the data augmentation increased the DICE score of cancer area. Especially,
they were effective in cancer invasion area. The segmentation results of mesorec-
tum and rectum were not affected by the proposed approach, as is expected.
Figure 7 shows results of T-staging accuracy. The proposed method obtains the
best sensitivity (0.76) and specificity (0.80), and improved specificity by a margin
of 0.13.
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Table 3. Comparison of DICE score in ablation study.

Mesorectum  Rectum  Cancer Invasion area
Baseline (DICE loss) 0.907 0.908 0.642 0.415 [0.330-0.501]
+Semi supervised 0.910 0.910 0.669 0.449 [0.380-0.519]
+Data augmentation 0.903 0.911 0.680 0.495 [0.413-0.577]

0.76 0.73 0.76

Sensitivity

Specificity

0.80 0.80
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Fig. 6. Example segmentation results. The left col- Fig.7. Comparison of
umn shows T2 cases, the center column is T3 case T-staging sensitivity and
and the right column is a severe cancer case. specificityin ablation study.

4 Discussion

We assumed that the number of available per-pixel training data is small. This
often happens at clinical practice. In fact, since rectal cancer is ambiguous on
MR images, the surgeons annotated labels with reference to pathological speci-
mens to make reliable ground truth in this research. The T-staging accuracy of
the proposed methods was not high enough compared to pathologically proved
ground truth. One reason is that T-staging is a hard task for a radiologist too.
Another one is that the proposed data augmentation handles only rare shape
of the cancer. The future work is generating not only rare shape but rare tex-
ture. This study was conducted on data acquired from one site. We are going to
validate the algorithm with multi-site data and severe real cancer data.

5 Conclusions

In this paper, we proposed a novel semi-supervised learning method designed
for cancer T-staging, and image synthesis-based data augmentation to generate
advanced cancer images. Ablation studies showed that the methods improved
rectal cancer segmentation and cancer T-staging accuracy. We expect that this
cancer segmentation would help doctors diagnose T-staging in clinical practice.
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