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PROBLEM:  

 Estimation of the Probability Density Function of data that lies on a 

known Riemannian Manifold 

 Clustering of data on a known Riemannian Manifold 

CONTRIBUTIONS:  

 Unsupervised clustering algorithm for manifolds 

 One tangent space per cluster 

 Efficient implementation 

 

KEY FEATURES:  

 Generative Model 

 Fully unsupervised 

 Scales well to large datasets 

GIVEN: 

 Known Manifold 

 Points on Manifold 

WE WANT TO ESTIMATE: 

 Number of Clusters 

 Cluster Parameters 

 

EXPERIMENTAL RESULTS: 

 Evaluate on synthetic and real datasets 

SPHERE EXAMPLE 

 

 

 

 

 

 

 

 

QUADRATIC SURFACE EXAMPLE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ROBUSTNESS ANALYSIS 

Comparison with 

• 1-TM: One tangent plane 

• vMF: von Mises-Fischer distributions [2] 

• GMM: Euclidean mixture model 

 

 

 

 

 

REAL REGRESSION EXAMPLE 

• Trained on full poses of Human3.6m dataset [3] 

• Task: Hallucination of left arm 

Iterate until convergence 

to obtain geodesic mean 

MANIFOLDS, GEODESICS, AND TANGENT SPACES 

 Geodesic distance between two points on a manifold is the shortest distance 

between the two points on the manifold 

 Tangent space is a local approximation of a manifold that is a Euclidean space 

 Geodesic distances on the tangent space are exact between any point and the 

origin, but approximate between any pair of arbitrary points 

UNSUPERVISED FINITE MIXTURE MODELLING 

 Extension of unsupervised learning of finite mixture models [1] 

 Center each cluster on a tangent space to minimize geodesic error 

 Minimum Message Length (MML) used to determine number of clusters 

 Expectation-Maximization (EM) algorithm 

 

 E-step 

 

 

 M-step 

 

 

 

 

 

 

 

 

Final Distribution        with 

 

 

Regression 

STATISTICS ON TANGENT SPACES 

 Mean estimated on manifold using geodesic mean 

 

 

 

 Covariance estimated on tangent space in closed form 

 

 

 

 Given the mean and covariance we define a normal distribution on the tangent space 

as: 
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The mapping to and from the tangent space is defined by two operators: 


